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Redes de Computadores (RCOMP) – 2017/2018 

Laboratory Class Script - PL01 

 Shielded and unshielded twisted pairs copper cables  
 CAT6 copper patches wiring. 
 Ethernet LAN technology. 
 IPv4 basic addressing.  
 IPv4 connectivity testing with ICMP echo messages. 

 10 x RJ45 crimping plier 
 10 x piece of CAT6 cable 
 20 x RJ45 CAT6 male crimping plug 
 2 x Ethernet Switch 
 1 x RJ45 CAT6 cable tester 
 Students own personal computers 

1. Twisted pairs (TP) copper cables 

1.1. Transmission of electrical signals through balanced copper pairs. 

In an unbalanced transmission, the electrical signal is sent through a single copper line. The receiver 
measures the signal relative to an absolute reference (ground). 

As we already know, one important issue when using electrical signals is external noise. There is a wide 
range of external sources for electromagnetic noise, the external electromagnetic noise transforms itself 
into electrical noise in the copper line. This phenomenon is called EMI (Electro Magnetic Interference). 

Because the receiver measures the signal relative to an absolute reference, what it gets is the signal mixed 
with a lot of external noise. 

 
Of course, EMI also works the other way around, the signal being sent through the copper line causes 
electromagnetic radiation that will be regarded as noise by other nearby electric signals transmission 
systems. 

Most current copper transmission systems, including local area networks, use balanced lines with symmetrical 
differential transmission.  

Balanced lines differential transmission means two lines (a pair) are used to transmit a single signal, one line 
holds the signal and the other line is used as reference. At the receiver the signal is measured as being the 
difference between the two lines, the big advantage is that external noise will be the same on both lines, 
and thus it’s eliminated when the receiver measures the difference. Although this removes external noise 
at the receiver, is does nothing to prevent electromagnetic radiation of the transmitted signal. 

In balanced lines with symmetrical differential transmission, a symmetrical copy of the signal is placed on the 
second line. Therefore, each line this produce symmetrical electromagnetic radiation annulling each other. 
To make the most of this electromagnetic radiation annulation effect, the two lines are twisted on each 
other, making what is called a twisted pair. 
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At the image below we can see a key device on the receiver side called differential amplifier, this device has 
two inputs (+) and (-) and amplifies the difference between them. 

 
1.2 Shielding 

In order to improve external noise and electromagnetic radiation suppression, twisted pair cables may 
also be shielded. Electric shielding is achieved by surrounding the pairs with an electric conductor material 
connected to ground, usually an aluminium foil or a copper mesh. 

 

 

UTP – Unshielded Twisted Pairs 

 

 

 

STP – Shielded Twisted Pairs 

 

1.3. CAT5E, CAT6 and CAT7 copper cables 

Current structured cabling systems standards require at least the use of category 5E (CAT5E) copper 
cables, however, category 6 (CAT6) or CAT7 are recommended. All these cables have four twisted pairs, 
making a total of eight connections. 

Each CAT5E (CAT5 Enhanced) twisted pair can cope with signals up to 100 MHz, 1000baseT ethernet 
technology can use this type cable to transmit up to 1 Gbps data rate. CAT6 twisted pairs can cope with 
up to 250 MHz signals, and CAT6A (CAT6 Augmented) up to 500 MHz, 10GbaseT ethernet technology 
uses category 6 cables to transmit up to 10 Gbps data rate. 

Category 7 copper cables (CAT7) are S/STP and may be used with signals up to 600 MHz. 

1.4. ISO8877 connectors (RJ45) and pairs colours 

TIA/EIA-568 standards require the described copper cables to be terminated with ISO8877 connectors, 
they are usually known as RJ45 (Registered Jack) or 8P8C (8 position 8 contact). 
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RJ45 connectors have eight metallic contacts numbered 
from 1 to 8 that provide electric connection. In addition, 
they may have a shielding connection to be used for 
shielded cables. On the right image, male connectors or 
plugs are shown, below female connectors or jacks also 
known as sockets. 

 
 

To make assembly easier, each cable pair is identified by a different colour: green, orange, blue and brown. 
Each pair assignment to connector pins may follow two alternative standards: 568A or 568B.  

 
 

 

 
 

1.5. Copper pairs usage (historical background) 

The purpose of each pair depends upon the upper layer technology using the cable, the cabling 
infrastructure should be independent of specific technologies and thus in any cabling infrastructure one 
standard must be adopted (568A or 568B) and enforced everywhere in the infrastructure. 

During several years there were two major dominant technologies: 10baseT and 100baseTX. Ethernet at 
10 Mbps and 100 Mbps. Both these ethernet implementations use only two pairs, one for sending data 
and the other for receiving, thus supporting full-duplex (simultaneous transmission in both directions). 
The signal is emitted in the pair corresponding to connector pins 1 and 2 (TX pair) and received in the 
pair corresponding to pins 3 and 6 (RX pair). Only the green and orange pairs were used. 

To directly interconnect two 10baseT or 100baseTX nodes through a cable, TX and RX pairs must be 
swapped. Two types of port connection (MDI - Medium Dependent Interface) were defined:  

MDI ports RX/TX pairs not swapped End nodes ports. 

MDI-X ports RX/TX pairs swapped Intermediate nodes (hubs and switches) ports. 
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Generally speaking, on those days, any cable connection must always be made between an MDI port and 
an MDI-X.  

To be possible to interconnect intermediate devices, those devices were also provided with an MDI port, 
commonly known as uplink port. Frequently it was a shared port (internally a single port with two external 
connectors, one MDI and other MDI-X), other vendors provided a single port and a small switch to 
change the port behaviour between MDI and MDI-X. 

As last resort, the interconnection of two intermediate devices could also be made between two MDI-X 
ports by using a specially assembled cable itself swapping the TX and RX pairs, that is called a cross-over 
cable. A cross-over cable is assembled by using different standards (568A/568B) in each cable end. A 
cross-over cable would also be required to directly interconnect two end devices MDI ports. 

Nowadays, every ethernet MDI port has the ability to automatically detect and negotiate the pairs to be 
used, this is called auto MDI-X. Also, current ethernet technologies make different uses for each of the 
four available pairs. Cross-over cables are now historical and the entire cabling infrastructure 
should be assembled using the same standard. 

 

2. Practical activity – mounting a copper patch cable 

(Two students group) 

Patch cables, also called patch cords, are required to connect 
active devices to a cabling system. Copper patch cords (right 
image) may be from 0.5 meters up to 5 meters long and have 
an RJ45 male connector (plug) assembled on each end. Both 
active devices and cabling systems have RJ45 female 
connectors (jacks or sockets). 

This activity aims at acquiring some skills on assembling RJ45 
male connectors, namely concerning the cable ends 
preparation which is far more important than the connector 
crimping itself. 

 

 
 

Students are encouraged to perform the cable end preparation several times before crimping the 
connector. Crimping is irreversible, if the cable was inadequately prepared the connector will be wasted. 

TO AVOID UNNECESSARY CONNECTORS WASTE, CRIMPING SHOULD BE PERFORMED ONLY AFTER 

INSPECTION BY THE CLASS TEACHER 

There are two assembly standards: 568A e 568B. Adopting one or another is irrelevant, however once 
one is adopted it must be used everywhere in the infrastructure. Therefore, in this activity, the same 
standard must be used on both ends of the patch cord. 

 
Before using the plier to crimp the connector to the cable, wires must be prepared.  Common RJ45 
crimping pliers provide features for external jacket removal and wire cutting.  
 

 The external jacket must be removed to an extent that will allow the handling of individual wires 
of each pair. However, the external jacket must be inserted into the connector for appropriate 
crimping. 

 Individual wires jacket removal is not required. 
 All wires must be parallel to each other and in the correct positions for insertion into the 

connector. 
 All wires must fully reach the crimping zone of the connector, if one wire is shorter it will be 

missed by crimping and no electrical contact will exist. 
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1st 
 

2nd
 

 

3rd 
    

                           

right                             wrong 
 
 
Use a copper cable tester to check the freshly assembled patch cord. Basic copper cable testers are simple 
electric continuity testers for each of the eight wire connections and for the shield (if available and 
connected). Each circuit is tested at a time so any wrong connection or short circuit will be visible. 
More sophisticated cable testers are used for cabling certification, they are able to measure the cable 
length and signal propagation properties for each pair. 

3. Introduction to ethernet LAN technology 

Ethernet is the most widespread technology used over local area twisted pairs copper networks and Local 
Area Networks (LAN) in general. Several categories of copper cables and optical fibres can be used by 
ethernet. Depending on the available physical medium, different data rates can be achieved. 

Ethernet technology matches OSI layers one (physical link) and two (logical link), the physical layer is 
dependent on the transmission medium, however, the logical layer is not. This means different 
transmission mediums share the same logical link layer, and thus data transmission between nodes 
attached to different transmission mediums is guaranteed by ethernet. 

Ethernet logical link layer (historically know as MAC – Media Access Control) implements packet 
transmission, at this layer, packets are usually called frames. Ethernet frames are a long burst of bits send 
through the wire, each will have a destination node address, a source node address, a data type identifier, 
the data itself (usually up to 1500 bytes) and an error detection code. 

Ethernet node addresses are 48 bits numbers used to uniquely identify nodes within the ethernet network. 
Ethernet addresses are also known as MAC addresses, physical addresses or hardware addresses. For 
human readable representation, the 48 bits are split into six sets of eight bits (octets), each represented in 
hexadecimal separated by a colon or a hyphen. Samples:  

1b-23-45-6c-f9-5b  1b:23:45:6c:f9:5b 

AA:B3:34:00:08:CA 

The first half of the address (24 more significant bits) is called OUI (Organizationally Unique Identifier), 
they are used to identify the device vendor. Each vendor has a unique OUI assigned and is up to it 
ensuring the remaining 24 bits are unique. So we can expect there will never be two devices with the same 
MAC address. 

Some ethernet addresses are reserved for special purposes, the most notable is the broadcast address 
where all 48 bits have the one value: 

ff-ff-ff-ff-ff-ff    ff:ff:ff:ff:ff:ff 

FF-FF-FF-FF-FF-FF  FF:FF:FF:FF:FF:FF 
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When a frame is sent to the broadcast address (broadcast address as the destination address) all ethernet 
intermediate devices will forward it, thus it will reach every node in the network (broadcast domain). 

Ethernet technology may use different physical mediums, each will support some types of ethernet 
transmission modes and rates, for instance CAT6 twisted pair copper cables can be used by ethernet to 
transmit at 10 Mbps (10baseT), 100 Mbps (100baseTX), 1 Gbps (1000baseT) up to 10 Gbps (10GbaseT). 

When two ethernet devices are connected through a twisted pair cable they start a negotiation procedure 
to settle the transmission mode, including useable data rate and support for full-duplex transmission. 

4. The network layer 

Although nowadays almost every local area network uses ethernet, when information travels through the 
internet the scenario is different, there is a wide range of diverse transmission technologies. 

Therefore, network final applications cannot use ethernet directly, if they were to do so they could only 
communicate with other applications connected to the same local ethernet network. 

In other words, globally speaking, the layer two transmission technology is not homogeneous. To work 
around the layer two diversity one additional layer is required, this is called the network layer or layer 
three. 

The network layer has an abstraction role, it may operate over any existing layer two technology but it is 
not dependent on any particular layer two implementation. Thanks to the Internet Protocol (IP) layer 
three implementation we have now a global communication platform where any node connected to it 
may send packets to any other node. This is achieved even if the packet is required to travel through 
several different layer two technologies to reach the destination. 

To accomplish this abstraction level the network layer must: 

- Define a universal (abstract) packet format. (IP packet) 

- Define a universal (abstract) node addressing scheme. (IP node addresses) 

- Implement devices capable of using different layer two technologies for IP packet transport, and 
forward IP packets between different layer two technologies. (Routers, aka gateways) 

5. Introduction to basic IPv4 addressing 

Currently two IP versions coexist over the internet: IPv4 and IPv6. Although a gradual transition from 
version four to version six is in progress, version four is still most widely used. Both IPv4 and IPv6 define 
a universal packet format and addressing scheme, the most notorious difference is that IPv4 uses 32 bits 
addresses while IPv6 uses 128 bits addresses. 

IPv4 addresses are 32 bits numbers used to uniquely identify a node, for human representation they are 
split into four eight bits sets (octets) represented in decimal notation and separated by a dot. This is called 
dot-decimal notation. For instance: 192.168.10.5. 

Because the network layer has to handle with different layer two networks (and route packets between 
them) beyond the node addresses layer three also defines network addresses. 

Network addresses make routing easier, to operate routers are not required to know every node location, 
knowing every network location is enough. 

In IPv4 and IPv6 the network address is integrated into the node address, the most significant bits of the 
node address are in fact the network address. The amount of bits used to represent the network address 
(and accordingly the number of bits left no identify the node address) are settled by the network mask or 
network prefix. 

Nodes belong to the same network if their node addresses have the same network prefix, otherwise, they 
belong to different networks. In the former case, direct communication is possible, in the latter case, the 
use of a router will be required to transfer packets between different networks. 
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Of course, if two nodes belong to the same network the bits left to identify each node must be different 
because node addresses must be unique. When two nodes belong to the same network they expect to be 
able to communicate directly so they should be connected to the same layer two network (LAN). 

Two nodes may be connected to the same layer two network (LAN), however if they belong to different 
layer three networks (different network prefixes) they will never try direct communication. 

Network masks (network prefixes) define the number of most significant bits being used to identify the 
network a node belongs to. For the purpose of routing a packet, the node address itself is insufficient, a 
network mask must be also added.  

One common network mask is 24 bits, this means the first three octets are for network identification and 
only the rightmost octet identifies the node within that network, this is also called a C class IPv4 network. 
The traditional way to specify a network mask is through a dot-decimal representation of an address 
where network bits have value one a node bits have value zero. Thus for a C class IPv4 network the 
network mask is 255.255.255.0. 

The maximum number of nodes a C class IPv4 network can hold is 254, this is because the first and last 
possible node addresses in each IPv4 network are always reserved. The first is used to represent the 
network address, the last is used for the purpose of broadcasting (sending to all nodes in that network). 

Take for instance node address 192.168.10.0 with the network mask 255.255.255.0 

- This defines a C class IPv4 network, it can also be represented as 192.168.10.0/24 

- There are 254 valid node addresses on this network, from 192.168.10.1 up to 192.168.10.254 

- Address 192.168.10.0 represents the network address 

- Address 192.168.10.255 is the network broadcast address, when an IP packet sent to this address, a 
packet copy is expected to be received by all nodes that belong to this network. 

Each network address must be unique, over the internet (public addresses) this is granted by IANA 
(Internet Assigned Numbers Authority). Once a network address is assigned to an organization is up to 
the local network administrators assigning unique node addresses within the network. 

Some network addresses are reserved for private local use and ignored by the internet, they are convenient 
for local testing purposes. Among others, there are 255 C class IPv4 private networks, from 
192.168.0.0/24 up to 192.168.255.0/24. 

 

6. Practical activity – setting up a private IPv4 network 

For this activity the class is divided into two groups of students, for 
each group an ethernet switch is provided.  Students will be using 
their own personal computers to perform this activity. Depending 
on the number of available personal computers, the class may be 
reduced to a single group. 

First create the layer two LAN. Use the assembled patch cord 
(previously tested) to connect a personal computer to the switch. 

 

Both the switch and the personal computer ports are auto MDI-X, so, after negotiation the link led 
(usually green) should be on at both sides. 

The link led means everything is ok at layer one, to perform further testing of real data transmission we 
are going to use the ping test command. The ping command sends an ICMP echo request and waits 
for an ICMP echo reply, in other words it performs a round-trip communication test.  

If node A successfully “pings” node B, this means the packets sent by node A are being received by node 
B and also that packets sent by node B are being received by node A. If either fails the ping test will fail. 
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ICMP (Internet Control Message Protocol) runs over IP, so we must first setup an IPv4 network over the 
ethernet network we have already operating. 

ping command 
ICMP 
IPv4 

Ethernet 

Now test how IPv4 operates: 

 

1 – Setup your own personal computer ethernet interface to use an IPv4 node address belonging to the 
192.168.100.0/24 (255.255.255.0 mask) private network. The node part of the address must be different 
for each connected node. Valid node addresses are 192.168.100.1, 192.168.100.2, up to 192.168.100.254. 

 

2 – Test the IPv4 network by using the command line ping command. For each personal computer 
connected to the same switch use the commands: 

ping 192.168.100.1 

ping 192.168.100.2 

… 

ping 192.168.100.254 

Important: personal computer firewalls may block incoming ICMP echo requests, for a successful test 
the target personal computer may be required to temporarily disable the firewall. 

 

3 – For roughly half the personal computers connected to each switch change the network address to be 
192.168.101.0/24, you may keep the node number unchanged. 

 

4 – Now let’s test again, we will notice nodes belonging to different IPv4 networks are not able to 
communicate with each other. Nodes with addresses started by 192.168.100 are not able to communicate 
with nodes with addresses started by 192.168.101. Despite being connected to the same layer two network 
(switch). 

 

However, all depends on the network mask 

 

5 – For every node connected to each switch lets change the network mask to 16 bits (255.255.0.0), 
keeping the address unchanged. This will make all nodes belong to network 192.168.0.0/16. Valid nodes 
on network 192.168.0.0/16 go from 192.168.0.1 up to 192.168.255.254, so they include both network 
192.168.100.0/24 and network 192.168.101.0/24. 

 

6 – Test again, now nodes using addresses started by 192.168.100 can communicate with nodes using 
addresses started by 192.168.101, with the 255.255.0.0 mask they belong to the same IPv4 network. 

 


